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Abstract
We are in the business of memory; in other words, learning. Memory, however, is not as simple as it may seem. Memory error, such as forgetting, source amnesia, and false memory shows that memory is not reproductive, it is constructive and even re-constructive, but for a purpose. By looking at how episodic memory is faulty, when there is no physiological reason it should be, we can discover what Schacter (2013) calls the sole purpose of memory. We also draw on the systems of memory making, including faulty memory, to make meaning from language. On hearing words, our brains do not look them up in a huge, built-in neural dictionary. Instead, each word and phrase activates a plethora of existing sensory, emotional, and motor networks that stimulate simulations, in what Bergen calls embodied cognition (2012). 
(Author’s comment: My presentation title at the KoTESOL Conference was “Solving Classroom Problems with Neuroscience,” but as often happens, between the time I submitted the title and actually gave the presentation, the topic evolved. I ended up presenting mainly on the topic referred to by the title above. Likewise, in the period of time since my presentation, I have expanded and added to the content, so this article goes beyond what I said then.)
Introduction
Most of us operate without thinking much about how we remember things, assuming it is just one of those things beyond our reach, but we do seem to hold a few basic assumptions: We know that students need to be exposed to language for it to go into memory and then it has to be practiced to stay there. We understand that making a memory means forming new neural connections that modify larger networks, and that the strength of these connections are influenced by certain factors, such as personal relevance. We suppose that making memory as a process of recording and storing, much like a digital camera does, except without nearly as much precision and permanence. We think of the brain as a filing cabinet full of data and images, prone to corruption and fading over time.

In fact, it bothers us to no end that memory is so unstable. Why does it take so long to learn certain things, such as language, and why do we forget so much after we learn it?  Why do episodic memories, those that recall the past, just fade away unless we reinforce them, especially since physiologically, the brain has the potential to make permanent connections?  Or why can some memories, like those of a traumatic event, seem crystal clear even decades later?  That resilience is there even when we don’t it, as any PTSD sufferer knows. If only we could learn vocabulary like that.

I believe that getting a better picture of how memory works is vital for our profession, and may lead us to teaching practices that are more effective than what we have been using so far, and hopefully less painful. So is the brain really like a buggy digital camera or is there more?  Work by neuroscientists like Schacter (1999, 2002, 2007), Atance and O’Neill (2001), Bridge & Paller (2012), and surprisingly, Marcel Proust (Lehrer, 2007), on episodic memory, the kind of memory that lets us recall past events, suggests that it is more. The insights they provide might let us pierce the mystery of how memory is made, how the brain makes meaning, and why we even have memory. According to Schacter  (ICCNS, 2013), episodic memory exists for one single purpose, one I am hoping you can figure out. The place to start looking for this purpose is not where you might expect: rather than looking at memory when it works, let us look at memory when it doesn’t.

Memory and Faulty Memory 

Memories seem to be of three types a) episodic, like a movie of an experience, b) procedural, for skills and habits, and c) semantic, meanings and facts, such as 1+1 =2, that have become so automatized that we have no recall where we learned them. Experts believe that there are three steps in storing these memories: first as a flicker in the sensory system that just lasts a fraction of a second, then as a short-term memory that lasts for 20-30 seconds, and finally, for some memories, as long-term memories that can last indefinitely (Mohs, 2014). Unlike the first two memory systems, long-term memory can store an unlimited amount of information. When we, as teachers, talk about ”memory,” we are usually talking about long-term memory. So, the process of how things go in and out of long-term memory is what we are most concerned with. 
Huge waves of sensory input (with the exception of smell) go through a kind of filter, the Reticular Activating System, that allows certain kinds of information through. In particular, three types of information are sent on for further processing: a) that with particular personal relevance, b) that related to something you have recently been thinking about and c) novelty. It probably works in conjunction with many other areas of the brain. We also believe the hippocampus and pre-frontal cortex, the emotional system, play a major role in evaluating sensory input and deciding whether it is worth further processing (Schacter 1999). Each input seems to be almost instantly assigned an emotional valence. Whereas we once thought this was done outside the pre-frontal cortex, separate from cognition, Pessoa (2014) suggests that fast pre-frontal cognition might also be playing a role. Many neuroscientists now believe emotion and cognition are so integrated at so many levels, that they cannot be considered separate. In addition to the emotional valence causing something to be put in long-term memory, repeated firing of the same neural networks does so too, which is what study before a test is all about.

Episodic memory, the way we remember past events, is particularly faulty. The basic inability to retrieve a memory, or forgetting, seems to be caused by weak encoding or poor cueing (Schacter, 2002): Weak encoding is the main reason for forgetting, which is why we forget most things, including dreams. Poor cueing or absent-mindedness, not being able to associate a memory with a retrieval cue is another problem. Weak encoding and poor cueing are most likely when we are not really paying attention, such as when you come home wondering what to eat for dinner and forget where you put your keys down. 
The offshoot of basic forgetting for language teaching is fairly straightforward. Make sure you have your students’ full attention when you tell them the things you most want them to remember. The age-old tool, “This will be on the test.” works wonders for that purpose. Something else we might pay more attention to is providing high quality cueing, as through multisensory input. Then finally, since emotional valence influences retention, giving what Krashen (2011) now refers to as “compelling input” rather than just “comprehensible input.”  Novelty causes dopamine release and better retention, even with the not-so-novel items encountered at the same time as the novel ones. Spaced repetition also causes better retention. Rather than giving all the content in one session, spreading it out over two or more sessions causes the recently made networks to reactivate and consolidate the connections. 
It sounds unassuming, but spaced repetition produces impressive results. Eighth-grade history students who relied on a spaced approach to learning had nearly double the retention rate of students who studied the same material in a consolidated unit, reported researchers from the University of California-San Diego in 2007 (Pashler, Rohrer, Cepeda & Carpenter, 2007 in Paul, 2013).

Interference also causes retention problems. An older memory might be replaced with a newer one, or a newer memory might not take hold because stronger or more-often repeated older versions already exist. The offshoot for preventing interference, especially with similar structures in either L1 or L2, is to give students difference-noticing activities. Provide them with the similar forms and have them identify the differences. 

Other types of faulty memory go beyond just forgetting and interference, and in them lie the first hints as to how memory works. We tend to be good at remembering the main content of new information but poor at remembering the source. This is called misattribution and has three types: source amnesia, cryptomnesia, and false memory.

Source amnesia means misattributing the source, something speakers like me do all the time. The experience of one US President, Ronald Reagan, shows us how this memory fault works. In his 1980 presidential campaign, he repeatedly told the heart-wrenching story of a World War II pilot who died in a crash. According to Reagan, his bomber was hit and going down. The brave pilot ordered all his crew to bail out, but when he was getting ready to go, he discovered that his gunner was still in the plane. The gunner was too badly injured to jump. “Reagan could barely hold back his tears as he uttered the pilot's heroic response, even though the pilot could have parachuted out: ‘Never mind, son. We'll ride it down together.’ Then Reagan tells us the pilot was given a Congressional Medal of Honor” (Schacter 1996, 287). Did you notice something odd about this story?  If both the pilot and gunner died in the crash, how could we know what the pilot said?  Reporters wondered too. On checking they found there was no Congressional Medal of Honor awarded for such a case. They then came across the exact same scene in a 1944 war movie, “On a Wing and a Prayer” (Schacter). Reagan had remembered the story but misattributed the source.

We can look at the odd experience of another famous person, George Harrison, to see how cryptomnesia works. Cryptomnesia happens when you learn something, forget that you learned it, and then later come up with the same idea again, thinking it is yours. When George Harrison’s “My Sweet Lord” became a major hit, Ronald Mack, the author of the Chiffons’ 1962 “He’s So Fine” heard it and instantly recognized the melody as his own. His company sued Harrison for plagiarism, but Harrison claimed that although he had heard The Chiffons’ hit, he did not steal it, at least not intentionally. He had composed “My Sweet Lord” on his own while “vamping” some guitar chords. The judge ruled in favor of the plaintiff, and said the incident was “subconscious plagiarism” (Self, 1993). I suggest you do web searches on these two songs and listen yourself.

The first two types of misattribution show a pattern: some components of a memory are kept, though maybe distorted, while others are lost. The third type of misattribution, false memory, carries this pattern to even greater extremes. According to misinformation theory, false memory is a memory that we distort or confabulate as a result of post-event information corrupting it. The best-known examples come from legal cases where passionate eyewitness testimony turned out to be completely wrong. For example, a woman accused the memory expert Dr. Donald Thompson of raping her. Thompson had an ironclad alibi, though. He was on TV at the time of the rape. It was later found that the women had seen the program just before the rape occurred and incorporated the memory of the person she had seen on TV with the memory of the rape itself (Schacter 1999, p. 114). In fact, the more traumatic the experience, the more likely the memory might alter.

We owe most of our understanding of false memory to Elizabeth Loftus, an embattled psychologist who has been challenging the veracity of eyewitness testimony for years (2013). She argues that many of the claims in court are a special kind of false memory, implanted memory, in which the memory of a traumatic event is mixed up with information encountered later, often through police or therapist questioning. For example, she talks about the sad case of a Seattle man who, while out with his fiancé, was suddenly arrested because he had similar physical features to a rapist. The victim, in looking at photos during police questioning said he was the “closest,” but later, in court said she was “absolutely sure he was the man” (Loftus). The innocent man was imprisoned until the real rapist was caught and confessed, but he died from a  stress-related heart attack not long after his release. 

Loftus (2013) has done extensive research on the misinformation effect, how post-event information can alter episodic memory, partly and her work was partly prompted by an implanted memory event she had herself. Her mother drowned in the family pool when she was a child. Thirty years later, her 90-year old uncle told her she was the one who had found her mother’s body.

…after initial shock she began to remember and eventually I could see myself, a thin, dark-haired girl, looking into the flickering blue and white pool, my mother dressed in her nightgown, floating face down . . . Mom, mom?' I asked the question several times."  (Benedek, 1995, p.1)
Memories of finding her mother began coming back and Loftus believed she had repressed these memories. She found that they were completely false when her uncle and several other relatives confirmed she was not even there when her mother was found. This made Loftus wonder how she could confabulate these false memories at just the suggestion of her uncle. Answering this question led to her research, her discovery of how easily a memory could be implanted, especially if the event was traumatic, and now, her relentless efforts to inform US courts that eyewitness testimony is less reliable than thought.
So why is memory so faulty?  It is not because of simple fading per se, but because memory is constructive rather than reproductive. It is good at keeping the content and gist, but not so good with nonessential details. There is a reason for this related to why we have memory in the first place. The sole purpose of episodic memory is for us to predict the future (Schacter, 2013). We do so by simulating outcomes, outcomes of situations perceived through sensory input, through cognition, and through other means. We see a situation and we simulate what will happen next. We try to decide something, and we simulate possible consequences if we do. As a result, we can usually decide what to do in any situation. In order to do this simulating, we do not need a filing cabinet full of clear, precise memories of every past experience because this would require too much processing to make a simulation. What we need is amalgamations of memories in simpler, faster to access, archetypes for use to construct future events.
How Simulating Allows us to Process Meaning
As a knowledge base for simulating, memories condense, amalgamate, and reconstruct themselves. This seems more plausible if we think of memories as dynamic networks rather than items in a filing cabinet. Consider this:  If we encounter a tiger, we first get sensory input. It seems that our most basic neural systems that identify lines, colors, sounds are activated and then activate higher networks for pattern matching. If the incoming sensory data is consistent with any of the larger networks formed as memories in previous encounters, we might narrow the identification of the tiger from similar mental models like dogs, lions, or car seat covers. Just identifying a tiger for what it is, however, is not very useful, so the same sensory networks begin simulating what is going to happen based on real or secondhand memories. That allows us to choose select an appropriate reaction such as running away as opposed to trying to eat it. In short, sensory input leads to instant simulating.
The brain reuses older skills to make new ones, and this appears to be exactly what the brain has done in order to evolve language. Bergen’s exciting new book, Louder than Words: The New Science of how the Mind makes Meaning (2012) finally informs us of how the brain makes meaning from language by embodied cognition. The brain uses the same memory-based simulating tools that help us identify objects in the environment and determine appropriate actions. The same way we process incoming visual, auditory, and other sensory patterns as meaning that we have met a tiger, and simulate the oncoming consequences from an amalgamation of memories, the same thing happens when we encounter the word “tiger.” Within milliseconds of this word being heard or read, we begin to simulate the meaning. 
Just hearing that word alone might make us internally visualize a tiger, or baseball team, by activating networks in our visual cortex, with all the emotional and situational components associated with it (scary, jungle, Detroit). However, it is not often we encounter single words in isolation. We usually take in language in a more action-based context: “A tiger jumped on the antelope.”  Even as you read this, neurons in your visual, auditory, and motor cortices begin firing to simulate the meaning (Bergen, 2012). In your mind’s eye, you’ll probably simulate a sunny jungle or plains setting, a tiger of a particular size at a particular distance, running, jumping with claws outstretched, and coming down on some frantic antelope unable to get out of its way. You might also simulate a roar and thud in your auditory cortex, and the jump and grasp in your motor cortex. If you simulate a shortstop from Osaka, you probably watch too much baseball. 

Now here is the interesting thing. The simple sentence I gave you “A tiger jumped on the antelope” did not contain any information about running, jumping, size, distance, predation, etc. and yet you simulated this. This alone is fair proof that our brain does not store words like single dictionary entries and also shows how memories amalgamated into mental models work. You saw an archetype constructed from hundreds of encounters, hopefully not firsthand, that let you fill in the most likely scenario. This shows that we process meaning by embodied simulation, with “embodied” meaning use of the sensory cortices, much like the way mirror neurons work. In the motor cortex, for example, if I hear “open the door,” the same neural networks as doing the act itself fire, but at a low enough amplitude that our hands do not start moving, well, at least, for most of us.
Bergen (2012) points out two other interesting points as well. One is that we can also imagine things we have never encountered, such as a “flying pig” (although some of us might have visited a pub with that name), or a “yellow trucker’s hat blowing across the road.”  This is further proof that we are simulating rather than just recalling previous memories. He also explains some fascinating research that suggests even abstract terms such as “justice” might have started with embodied cognition through use of metaphor. It might even be that all language processing uses embodied cognition (personal communication, 2014).

Conclusions

The discoveries of memory as a tool of simulating and language as embodied cognition could have large repercussions in our field. Indeed, what could be more central to English teaching than how the brain does memory and language?  Both these theories support the notion that communicative teaching methods are more brain compatible than traditional methods, such as memorizing vocabulary lists, and we can be sure this new understanding will bear other fruits. I am not sure what they will be, but I am confident that our progeny will mark this moment in time as the beginning of a great advance in our field.

Popular speaker and writer, Curtis Kelly (EdD), is a Professor of English at Kansai University in Japan. Since his life mission is the “relieve the suffering of the classroom,” has spent most of his life developing learner-centered approaches for “3L” English students, students with low ability, low confidence, and low motivation. He has written over 30 books, including Significant Scribbles (Longman), Active Skills for Communication (Cengage), and Writing from Within (Cambridge). He has also made over 300 presentations on neuroscience, adult education, motivation, and teaching writing.
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